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Q1.

BOW embeddings gave a much higher accuracy for pretty much the same neural network (improvement of 5%). They also achieved a lower training loss.

Q2.

Glove embeddings were a lot faster to execute and the model finished execution noticeably faster than the BOW embeddings model. The preprocessing was also noticeably faster.

## Q3.

The size of Glove embeddings was considerably smaller (300 compared to 24208) leading to a speedup since the largely empty sparse vectors did not need to be used. Given the size difference and domain of the documents being the same as the testing set, the BOW embeddings performed better classification.